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Abstract. This study proposes an innovative measure for evaluating the 
performance of text clustering. In using K-means algorithm and Kohonen 
Networks for text clustering, the number clusters is fixed initially by 
configuring it as their parameter, while in using single pass algorithm for text 
clustering, the number of clusters is not predictable. Using labeled documents, 
the result of text clustering using K-means algorithm or Kohonen Network is 
able to be evaluated by setting the number of clusters as the number of the 
given target categories, mapping each cluster to a target category, and using the 
evaluation measures of text. But in using single pass algorithm, if the number of 
clusters is different from the number of target categories, such measures are 
useless for evaluating the result of text clustering. This study proposes an 
evaluation measure of text clustering based on intra-cluster similarity and inter-
cluster similarity, what is called CI (Clustering Index) in this article. 

1   Introduction 

Text clustering refers to the process of partitioning a collection of documents into 
several sub-collections of documents based on their similarity in their contents. In the 
result of text clustering, each sub-collection is called a cluster and includes similar 
documents in their contents. The desirable principle of text clustering is that 
documents should be similar as ones within their same cluster and different from ones 
in their different clusters, in their contents. Text clustering is important tool for 
organizing documents automatically based on their contents. The organization of 
documents is necessary to manage documents efficiently for any textual information 
system. For example, web documents, such as HTML, XML, and SGML, need to be 
organized for the better web service and emails should be organized based on their 
contents for the easy access to them. Unsupervised learning algorithms, such as k 
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means algorithm, single pass algorithm, Kohonen Networks, and NTSO, were applied 
to text clustering as its approaches [1][2][3][4][5]. The evaluation of their 
performance of text clustering should be performed based on its principle. 

Evaluation measures of text categorization, such as accuracy, recall, precision, and 
F1 measure, were used to evaluate the performance of text clustering in the previous 
research on text clustering [1][2]. The accuracy is the rate of correctly classified 
documents to all of documents in the given test bed.  This measure is the simplest 
evaluation measure in classification problems including text categorization, and 
applicable directly to multi-classification problems. But note that recall, precision, and 
F1 measure are applicable directly only to binary classification problems. To evaluate 
the performance of classification using them, the given problem should be decomposed 
into binary classification problems. In the multi-classification problem, each class 
corresponds to a binary classification problem, where the positive class indicates 
“belonging to the class” and the negative class indicates “not belonging to the class”.  
These evaluation measures focus on only positive class in each binary classification. In 
text categorization, recall refers to the rate of correctly classified positive documents to 
all of the true positive documents, precision refers to the rate of correctly classified 
positive documents to all of the classified positive examples, and F1 measure is the 
combined value of recall and precision using the equation (1), as follows. 

precisionrecall

precisionrecall
measureF

+
××=− 2

1  (1) 

The previous research on text clustering proposed and evaluated state of art 
approaches to text clustering using evaluation measures of text categorization. In 
1998, O. Zamir and O. Etzioni proposed suffix tree algorithm as an approach to text 
clustering and evaluated it using precision. They showed that suffix tree algorithm has 
higher precision than single pass algorithm and k means algorithm in text clustering 
[6]. In 1998, S. Kaski and his colleagues proposed a text clustering system, called 
WEBSOM, where Kohonen Networks are applied as the approach to text clustering 
[3]. Without evaluating their approach with its comparison with other approaches, 
they demonstrated the visual result of the system, WEBSOM. In 2000, T. Kohonen 
and his colleagues revised the system, WEBSOM, to improve its speed to the massive 
collection of documents by modifying data structures of documents [4]. Although the 
revised version of WEBSOM is improved even ten times in its speed, both its 
previous version and its revised version are evaluated using accuracy. In 2000, V. 
Hatzivassiloglou and his colleagues applied several clustering algorithms, such as 
single link algorithm, complete link algorithm, group-wise average, and single pass 
algorithm, to text clustering with and without linguistic features [2]. They evaluated 
these approaches in these two cases, using linguistic features and not using them, 
based cost of detection which combines miss and false alarm. 

If text categorization based evaluation measures, such as accuracy, F1 measure, 
and cost of detection are used to evaluate approaches to text clustering in their 
performance, two conditions are required.  For first, all documents in the given test 
bed should be labeled; they should have their own target categories. In the real world, 
it is more difficult to obtain labeled document than unlabeled document, and the  
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process of labeling documents follows that of clustering documents in the practical 
view. The process of preparing labeled documents for the evaluation of approaches to 
text clustering is time consuming. For second, the number of clusters should be 
consistent with the number of their target categories. For example, if a series of 
documents with their same target category is segmented into more than two clusters, 
text categorization based evaluation measures are useless in that situation.  

In 2001, T. Jo proposed an innovative measure of evaluating the result of text 
clustering [7]. Its advantage over text categorization based evaluation measures is that 
above two conditions are not required. It does not require the test bed consisting of 
labeled documents nor the consistency between the number of clusters and the 
number of their target categories. But it may evaluate the result of text clustering 
inaccurately, if labeled documents are used as the test bed, because his evaluation 
measure is computed by analyzing unlabeled documents only lexically. In other 
words, the similarity between two documents in their same target category may be 
estimated into its small value. In this case, his proposed evaluation measure is not 
reliable for evaluating the result of clustering labeled documents.  

This study proposes another innovative evaluation measure of text clustering, 
which is applicable to both labeled and unlabeled documents. In using this evaluation 
measure of text clustering to labeled documents, the similarity between two 
documents is given as a binary value, one or zero. If both of them belong to their 
same target category, their similarity is estimated as one. Otherwise, it is estimated as 
zero. In using it in unlabeled documents, the similarity between two documents is 
estimated as a continuous real value between zero and one, using the equations 
described in the next section by encoding them into one of structured data. Therefore, 
the proposed evaluation measure solves the problems not only from text 
categorization based ones but also from the evaluation method proposed in [7]. 

In the structure of this article, the second section describes the process of 
evaluating the result of text clustering using the proposed evaluation measure. The 
third section presents several results of text clustering and their value of their 
evaluation using the proposed measure in the collection of labeled documents. 

2   Proposed Evaluation Measure 

This section describes the evaluation measure of text clustering using labeled 
documents. The policy of this evaluation is that the better clustering, the higher intra-
cluster similarity and the lower inter-cluster similarity. Within the cluster, documents 
should be as similar as possible, while between clusters, document should be as 
different possible as possible. This section proposes the evaluation measure reflecting 
such policy, what is called clustering index, which indicates the rate of intra-cluster 
similarity to both intra-cluster similarity and inter-cluster similarity. Clustering index 
is given as a normalized value between zero and one. Its value, 1.0, indicates the 
completely desirable clustering, where intra-cluster similarity is 1.0 and inter-cluster 
similarity is 0.0. Its value, 0.0, indicates the completely poor clustering where the 
average intra-cluster similarity is 0.0, whether the average inter-cluster similarity is 
any value. 



874 T. Jo and M. Lee 

Using a corpus of labeled documents for the evaluation of text clustering, the 
similarity between two documents is binary value, zero or one. If two documents 

belong to their same target category, tc , the similarity between them is 1.0. 

Otherwise, the similarity is 0.0. The process of computing the similarity between two 

labeled documents, id  and jd is expressed with the equation (2). 
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A cluster kc includes a series of documents and is denoted as a set of documents 

by },...,,{ 21 kckkkk dddc = . The intra-cluster similarity of the cluster, kc , kσ  is 

computed using the equation (3) and indicates the average similarity of all pairs of 

different documents included in the cluster, kc . 
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If a series of clusters as the result of text clustering is denoted by 

},...,,{ 21 CcccC = , the average intra-cluster similarity, σ  is computed using the 

equation (4), by averaging the intra-cluster similarities of the given clusters. 
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The inter-cluster similarity between two clusters, kc  and lc , klδ , is computed 

using the equation (5) and indicates the average similarity of all possible pairs of two 
documents belonging to their different clusters. 
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The average inter-cluster similarity δ  is computed using the equation (6), by 
averaging all possible pairs of different clusters. 

∑
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From the equation (3) to the equation (7), the average intra-cluster similarity, σ  and 

the average inter-cluster similarity, δ , over the given clusters are obtained. 

Therefore, the clustering index, CI  is computed using the equation (7). 

δσ
σ
+

=
2

CI  (7) 

The equation (7) shows that a normalized value between zero and one is given in the 
clustering index. If CI  is 1.0, indicates that the average intra-cluster similarity is 1.0 
and the overage inter-cluster similarity is 0.0. If the average intra-cluster similarity is 
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0.0, CI is absolutely 0.0. The equation (7) implies that both intra-cluster similarity 
and inter-cluster similarity should be considered for evaluating the result of text 
clustering. 

3   Results of Evaluating Text Clustering 

There are two experiments using the collection of labeled documents in this section: 
the consistency and the inconsistency between clusters and their target categories in 
their number. In the first experiment, the proposed measure is compared with text 
categorization based evaluation measures: accuracy, recall, precision, and F1 
measure. These evaluation measures are compared each other in two cases: the 
desired clustering where documents are arranged according their target categories and 
several cases of random clustering where documents are arranged at random with the 
regardless of their target categories, but the number of their clusters is same to that of 
their categories. 

The collection of labeled documents, which is used in this experiment, includes four 
hundreds news articles labeled with one of four categories in ASCII text files. The 
predefined categories in such collection are, “corporate news”, “criminal law 
enforcement”, “economical index”, and “Internet”. This collection was obtained by 
copying news articles from the web site, www.newspage.com, and pasting them as 
ASCII text files, individually. Each category includes one hundred news articles, equally. 

In this experiment, the number of clusters is set as that of their target categories; 
four clusters are given. In the desired clustering, each cluster is corresponds to one of 
their target categories and each document is arranged to its corresponding cluster. In a 
random clustering, each document is arranged to one of these four clusters at random. 
By doing this, four sets of random clustering are built. The evaluation measure to 
each set of text clustering is computed, using the equation (7). 

In the desired clustering, the value of the proposed evaluation measure expressed 
with the equation (7) is 1.0, since the average intra-cluster similarity is 1.0 and the 
average inter-cluster similarity is 0.0 based on the equation (2). If it is evaluated using 
text categorization based evaluation measures, accuracy, precision, recall, and F1 
measures have 1.0 as their values. Therefore, both the proposed evaluation measure 
and the text categorization based ones evaluate the result of the desired clustering, 
identically. 

A result of text clustering is presented in the table 1. The number of clusters is 
identical to that of the target categories of documents, and each cluster is identical to 
each target category in their number of documents. To apply text categorization based 
method, each cluster must correspond to one of target categories exclusively. 
According the majority of each cluster and one to one correspondence, cluster 1, 
cluster 2, cluster 3, and cluster 4 correspond to corporate news, criminal law 
enforcement, Internet, and economic index, respectively. Cluster 1, cluster 2, and 
cluster3 were matched with the target categories according their majority, but cluster 
4 was matched with economic index, exceptionally, since each cluster was not 
allowed to correspond to a redundant category in one to one correspondence. In this 
condition, all of text categorization based evaluation measures, such as accuracy, 
recall, precision, and F1 measure, resulted in 0.475 uniformly. In the proposed 
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evaluation method, average intra-cluster similarity is 0.38, using equation (2), (12), 
and (13) and inter-cluster similarity is 0.1808, using equation (2), (14), and (15). 
Therefore, the clustering index is 0.2574, using the equation (7). 

Table 1. A Result of Clustering News Articles 

 
cluster 
1 

cluster 
2 

cluster 
3 

cluster 
4 Total 

corporate 
news 70 10 10 10 100 
criminal 
law 

enforcement 15 50 5 30 100 
economic 
index 5 30 40 25 100 

Internet 10 10 45 35 100 

Total 100 100 100 100 400 

The table 2 presents another result of clustering news articles. In this result, cluster 
1 and cluster 4 have 150 documents and 50 documents differently from target 
categories. This leads to difference between recall and precision. According the 
majority of each cluster and one to one correspondence, cluster 1, cluster 2, cluster 3, 
and cluster 4 correspond to corporate news, economic index, Internet, and criminal 
law enforcement, in order to use text categorization based evaluation measures. 
Accuracy and recall of this result are 0.45 identically. Precision and F1 measure are 
0.3665 and 0.4039, respectively. In the proposed evaluation measure, the average 
intra-cluster similarity is 0.4153 and the average inter-cluster similarity is 0.2054. The 
clustering index is estimated as 0.2776 indicating that these news articles are clustered 
better than random clustering, at least. Note that the proposed evaluation measure 
does not require such correspondence between each cluster and each target category. 

Table 2. A Result of Clustering News Articles 

 
cluster 
1 

cluster 
2 

cluster 
3 

cluster 
4 Total 

corporate 
news 70 5 15 10 100 
criminal 
law 

enforcement 60 40 0 0 100 
economic 
index 15 50 25 10 100 

Internet 5 5 60 30 100 

Total 150 100 100 50 400 

If the number of clusters is not same to that of target categories, text categorization 
based evaluation measure becomes useless, since the correspondence between clusters 
and target categories can not be one to one. If the collection of news articles is 
partitioned into five clusters, where three clusters are exactly same to three of target 
categories and a particular target category are partitioned into two clusters, the 
average intra-cluster similarity 1.0, but the average inter-cluster similarity is 0.1. 
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There are ten pairs of clusters among five clusters and one of ten pairs is 1.0; the 
average inter-cluster similarity is 0.1. Therefore, the clustering index is computed as 
0.9090 using the equation (7). On contrary, two target categories may be merged into 
a cluster. For example, two target categories are same to two clusters in their 
distribution of documents, but the rest categories are merged into a cluster in this 
collection of news articles. The average intra-cluster similarity is 0.8324 and the 
average inter-cluster similarity is 0.0 in this case. Therefore, the clustering index is 
computed as 0.8324, using the equation (7). 

The table 3 presents one of realistic results of text clustering, where the number of 
clusters is different from that of the target categories of documents, in the second 
experiment. As mentioned above, text categorization based evaluation measures are 
not applicable, since these clusters are not able to correspond to these target 
categories one to one. In this result illustrated in the table 3, the average intra-cluster 
similarity is 0.3203 and the average inter-cluster similarity is 0.2170. Using the 
equation (7), the clustering index is 0.1909. 

Table 3. A Result of Clustering News Articles 

 
cluster 
1 

cluster 
2 

cluster 
3 Total 

corporate 
news 70 20 10 100 
criminal 
law 

enforcement 30 30 40 100 
economic 
index 40 50 10 100 

Internet 10 70 20 100 

Total 150 170 80 400 

These two experiments in using labeled documents as test bed for text clustering 
show that the proposed evaluation method is more suitable for text clustering than the 
text categorization based evaluation methods with two points. The first point is that 
text categorization based evaluation methods require the one to one correspondence 
between clusters and target categories, but the proposed method does not require it. 
When the number of clusters is same to that of the target categories, each cluster 
should be matched with a category exclusively. When the number of clusters is 
different from that of target categories, text categorization based evaluation method is 
useless. The second point is that text categorization based evaluation measures do not 
consider the similarities between clusters. This ignores the second principle of text 
clustering, “documents in different clusters should be different as much as possible”. 
The proposed evaluation measure considers the similarities of documents not only 
within a particular cluster but also between two different clusters. 

4   Conclusion 

This paper proposed an innovative evaluation measure of text clustering. This 
measure underlies the principle, as follows. 
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The documents within a particular cluster should be as similar as possible, and those 
between two documents should be as different as possible.  

Based on this principle, this study proposed the process of computing the intra-cluster 
similarity, using the equation (2), (12), and (13) and the inter-cluster similarity, using 
the equation (2), (14), and (15). The final evaluation measure of text clustering is 
computed using these two measures with the equation (7). 

When the number of clusters is same to that of target categories, the proposed 
measure was compared with text categorization based evaluation measures in the 
previous section. The experiment in that section showed two advantages of the 
proposed method over text categorization based ones. The first advantage is that each 
category does not need to be matched with a cluster, in using the proposed evaluation 
measure of text clustering. Its advantage leads to that it is applicable although the 
number of clusters is different from that of target categories. The second advantage 
over text categorization based method is that the proposed evaluation measure 
considers both intra-cluster similarity and inter-cluster similarity. Text categorization 
based measures, such as accuracy, recall, precision, and F1 measure, evaluate the 
result of text clustering based only on intra-cluster similarity. 

There is one more advantage of the proposed evaluation measure over text 
categorization based ones. The advantage is that the proposed measure is applicable 
even to unlabeled documents, if the process of computing a semantic similarity 
between two documents is defined. In the real world, it is far easier to obtain 
unlabeled documents than labeled documents. The assumption underlying in text 
clustering is that every document is not labeled initially. Therefore, the effort to 
obtain labeled documents for the evaluation of text clustering is not necessary, in 
using the proposed evaluation measure. 

In the real world, almost every document is labeled with more than one category. 
In the collection of news articles called Reuter 21578, which is used as a standard test 
bed for the evaluation of text categorization, each news articles has more than one 
category. Although overlapping clustering, where a document is allowed to be 
arranged into more than two clusters, is more practical than exclusive clustering in the 
real world, the previous research on text clustering focused on exclusive clustering for 
their easy evaluation. The proposed evaluation measure may be applicable depending 
on how to define the similarity between documents as expressed in the equation (2). 

In the further research, the proposed evaluation method of text clustering is 
modified to be applicable to the collection of unlabeled documents, the collection 
documents labeled with more than one category like Reuter 21578, and the hybrid 
collection of labeled and unlabeled documents. There are several strategies of using 
the proposed evaluation method to hybrid collections. In a strategy, unlabeled 
documents are classified with the reference to labeled documents; all of documents 
are labeled documents. In another strategy, the similarity is computed using the 
equation (2) if two documents are labeled, and the similarity is computed differently, 
otherwise. By modifying the proposed evaluation measure to be applicable to the 
collection of various documents, the flexibility of the proposed evaluation measure is 
expected to be improved. 
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